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</tr>
<tr>
<td>$\omega_k$</td>
<td>Cluster $\omega_k$ in classification where</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Clustering of set of clusters ${\omega_1, \ldots, \omega_K}$</td>
</tr>
<tr>
<td>$\arg\max_x f(x)$</td>
<td>The value of $x$ for which $f$ reaches its maximum</td>
</tr>
<tr>
<td>$\arg\min_x f(x)$</td>
<td>The value of $x$ for which $f$ reaches its minimum</td>
</tr>
<tr>
<td>$c, c_j$</td>
<td>Class or category in classification</td>
</tr>
<tr>
<td>$c(w)$</td>
<td>Count of word $w$ (Chapter 12)</td>
</tr>
<tr>
<td>$C$</td>
<td>Set ${c_1, \ldots, c_j, \ldots, c_J}$ of all classes</td>
</tr>
<tr>
<td>$d$</td>
<td>Document</td>
</tr>
<tr>
<td>$</td>
<td>d</td>
</tr>
<tr>
<td>$\vec{d}$</td>
<td>Document vector</td>
</tr>
<tr>
<td>$</td>
<td>\vec{d}</td>
</tr>
<tr>
<td>$D$</td>
<td>Set ${d_1, \ldots, d_n, \ldots, d_N}$ of all documents (or document vectors)</td>
</tr>
<tr>
<td>$f_i$</td>
<td>Frequency of term with rank $i$</td>
</tr>
<tr>
<td>$H$</td>
<td>Entropy; harmonic number</td>
</tr>
<tr>
<td>$J$</td>
<td>Number of classes</td>
</tr>
<tr>
<td>$k$</td>
<td>Top $k$ retrieved documents; top $k$ selected features from the vocabulary $V$</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of nearest neighbors in kNN</td>
</tr>
</tbody>
</table>
Table of Notations

$K$  
Number of clusters

$L, L_d, L_t$  
Average length of a document, training document, and test document (in tokens)

$M$  
Size of vocabulary ($|V|$)

$N$  
Number of documents in the retrieval collection

$N_j$  
Number of documents in class $c_j$

$N(\omega)$  
Number of times the event $\omega$ occurred

$n$  
Number of attributes in the representation of $d$: $<x_1, x_2, \ldots, x_n>$

$n$  
Number of postings

$S$  
Positions in the test document that contain words from the vocabulary $V$

$T$  
Total number of tokens in the document collection

$T_j$  
Number of tokens in documents in class $c_j$

$T_{ji}$  
Number of occurrences of word $i$ in class $c_j$

$t$  
Structural term (word + context in XML retrieval)

$\vec{u}_j$  
Rocchio centroid of class $c_j$

$V$  
Vocabulary $\{w_1, \ldots, w_i, \ldots, w_M\}$ of terms indexed

$\vec{V}(d)$  
Unnormalized document vector

$\vec{v}(d)$  
Normalized document vector

$\vec{w}^T \vec{x} = b$  
Hyperplane

$\vec{x} = (x_1, \ldots, x_i, \ldots, x_M)$  
Term incidence vector; more generally: document feature representation

$X_i$  
Random variable for attribute $i$

$X$  
Instance space in text classification

$x_i$  
Sequence $\{x_1, \ldots, x_i, \ldots, x_{L_t}\}$ of tokens in the test document

$|\vec{x} - \vec{y}|$  
Euclidean distance of $\vec{x}$ and $\vec{y}$

$\vec{V}(d)$  
Vector of document $d$
Preface

As recently as the 1990s, studies showed that most people preferred getting information from other people rather than information retrieval systems. Of course, in that time period, most people also interacted with human travel agents to book their travel. While academic discussion of this process is unfortunately scant, in the last decade, relentless optimization of formal measures of performance has driven web search engines to new levels of performance where most people are satisfied most of the time, and web search has become a standard and often preferred source of information finding. For example, the 2004 Pew Internet Survey (Fallows 2004) found that “92% of Internet users say the Internet is a good place to go for getting everyday information.” To the surprise of many, the field of information retrieval has moved from being a sleepy backwater to being most people’s preferred means of information access.